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Abstract—Although self-supervised learning methods based on
masked image modeling have achieved some success in improving
the performance of deep learning models, these methods have dif-
ficulty in ensuring that the masked region is the most appropriate
for each image, resulting in segmentation networks that do not
get the best weights in pre-training. Therefore, we propose a new
adaptive-masking policy self-supervised learning method. Specifi-
cally, we model the process of masking images as a reinforcement
learning problem and use the results of the reconstruction model
as a feedback signal to guide the agent to learn the masking
policy to select a more appropriate mask position and size for
each image, helping the reconstruction network to learn more
fine-grained image representation information and thus improve
the downstream segmentation model performance. We conduct
extensive experiments on two datasets, Cardiac and TCIA, and
the results show that our approach outperforms current state-
of-the-art self-supervised learning methods.

Index Terms—Masked image modeling, Self-supervised learn-
ing, Deep reinforcement learning, Medical image segmentation

I. INTRODUCTION

Deep learning has achieved remarkable success in medical
image-assisted analysis [1]–[3], but this success relies heavily
on a large amount of accurate annotation data [4]. However,
since (i) building a sufficiently large and high-quality anno-
tated medical imaging dataset is costly and time-consuming,
(ii) medical imaging datasets require experts with specialized
knowledge for annotation, and (iii) the annotation process is
prone to patient privacy issues, so the scarcity of annotation
data has become the main obstacle to the application of deep
learning in the medical field [5], limiting the performance of
deep learning models.

In recent years, self-supervised learning (SSL) is emerging
as a new paradigm to address the problem of annotating data
scarcity [6]. SSL is capable of learning visual representations
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without using manual annotations. Specifically, to obtain gen-
eral features, SSL first pre-trains deep learning models using
unlabeled data; then, the pre-trained resultant model is fine-
tuned on a small amount of labeled data. Currently, most
self-supervised methods are based on contrastive learning [7]–
[9]. However, contrastive learning prefers to learn global
semantic features and does not learn image details well, which
leads to limitations in the accuracy of pre-trained models in
downstream tasks. For this reason, masked image modeling
(MIM) for self-supervised pre-training has been widely stud-
ied [10]–[13]. MIM helps the model to learn finer-grained
visual representations from unlabeled data by reconstructing
the masked image to adapt to different downstream tasks and
to better improve accuracy.

However, in MIM, the results of the reconstruction model
cannot be fed back to adjust the masking policy, so the
selected mask position and size are fixed or random, which
makes it difficult to ensure that the masked region is the most
appropriate for each image. Selecting an appropriate mask
region for the reconstruction task is necessary for mining
information-rich high-dimensional semantic features, and thus
the need for a reasonable selection of mask positions and sizes
in medical images is urgent. Since the selection of the mask
region is a sequential decision, this selection process can be
formulated as a Markov decision process (MDP) [14] and is
implemented by deep reinforcement learning (DRL) [15].

Therefore, in this paper, we propose a new self-supervised
method of MIM for medical image segmentation based on
DRL (AMP-DRL). We apply DRL to the self-supervised
domain to effectively utilize the unlabeled data and reduce the
labeling cost while ensuring segmentation accuracy. Specif-
ically, we develop a reinforcement learning agent based on
the dueling deep q-learning network (Dueling DQN) [16],
which uses the feedback signals provided by the reconstruction
module to learn image-specific masking policy and select the
appropriate mask position and size for each image to help
the segmentation network to obtain better weights in self-
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Fig. 1. Overview of our proposed mask-based self-supervised medical image segmentation method.

supervised pre-training, thus obtaining better performance with
a small amount of finely labeled data for training.

The main contributions of this paper can be summarized
as the following three points: (i) We combine DRL and SSL
to propose AMP-DRL, which is applied to medical image
segmentation tasks to reduce annotation cost while ensuring
segmentation accuracy and effectively solve the problem of
scarcity of medical image annotation data. (ii) We model the
process of masking images as a reinforcement learning prob-
lem, and use the reconstruction module to provide feedback
signals to guide the Dueling DQN to learn image-specific
mask policy to select the appropriate mask position and size
for each image. (iii) Extensive experiments are conducted on
two public medical image datasets; the experimental results
show that AMP-DRL outperforms state-of-the-art (SOTA)
self-supervised methods in medical image segmentation tasks.

II. RELATED WORK

A. Self-Supervised Learning

The main goal of SSL is to learn transferable knowledge
from unlabeled data through well-designed pretext tasks and
then transfer the learned knowledge to downstream tasks [5].

Contrastive learning. It mainly learns by constructing
positive and negative samples and then comparing the distance
between them. SimCLR [7] performs random data augmen-
tations on an input batch image, maximizing the similarity
between positive samples while minimizing the similarity
between negative samples. BYOL [8] does not require neg-
ative samples and constrains the online network to predict
the target network representation of the same image under
different enhanced images by MSE loss. SwAV [9] introduces
clustering algorithms that reinforce the consistency between
cluster assignments for different views of the same image
while clustering the data to learn useful information represen-
tations. However, these designs are more biased to learn global
semantic features of images, and thus have shortcomings in
learning fine-grained representations, which is detrimental to

downstream segmentation tasks. Unlike previous approaches,
AMP-DRL can help pre-trained models learn finer-grained
image features, thus improving the accuracy of downstream
segmentation models more effectively.

Masked image modeling. It learns fine-grained visual
representations by reconstructing the masked region of an
image. Deepak et al. [10] mask a fixed central area of an image
and let the network use the surrounding image information
to infer the missing region. MAE [11] uses an asymmetric
encoder and decoder structure to divide the image into a
number of the same size patches, and the masked patches
are predicted directly based on the unmasked image patches.
SimMIM [12] lightens the weight of the decoder based on
MAE and takes all visible and masked patches as input, which
allows it to achieve similar results as MAE while speeding up
the pre-training process. ConvMAE [13] performs multi-scale
coding operations based on MAE, which makes the model
learn richer semantic information. However, the positions and
sizes of masks in these tasks are fixed or random, which
cannot be guaranteed to be the most appropriate for each
image, which leads to the weights of the pre-trained model
are not optimal. AMP-DRL learns the masking policy based
on the deep reinforcement learning framework so that the
reconstruction model uses the most effective part of the image
to learn to get better pre-training weights.

B. Deep Reinforcement Learning
DRL is used to describe and solve the problem of maximiz-

ing the reward or achieving a specific goal through learning
policies during the interaction between the agent and the
environment [17]. Yunze et al. [18] apply deep Q-learning
(DQN) to identify each pancreas’s bounding box and then
use a modified U-Net to segment the pancreas in cropped CT
images. Qin et al. [19] propose to train both augmentation
and segmentation modules simultaneously and use the errors
during segmentation as feedback to adjust the augmentation
module. DRL-LNS [20] proposes a DRL method for weakly
supervised lesion segmentation. However, these DRL methods



are based on fully supervised or weak-supervised learning, and
thus they cannot utilize unlabeled data. Our proposed AMP-
DRL is based on SSL, which effectively uses unlabeled data to
pre-train the segmentation network, reducing the labeling cost
while ensuring segmentation accuracy, and effectively solving
the problem of scarcity of medical image labeled data.

III. METHODS

We propose a mask-based self-supervised medical image
segmentation method. The method mainly consists of three
stages: pre-training of the reconstruction network, adaptive-
masking policy network training, and self-supervised medical
image segmentation. First, we generate a random mask on
the images to go for pre-training of the randomly initialized
reconstruction network. This stage aims to obtain a recon-
struction model that can recover the masked images, as the
environment to provide feedback signals in the second stage.
Second, we use the feedback signal to train the policy network
to learn better mask policy and find more effective mask
regions for each image. Then, we use the learned policy to
select the appropriate mask for each image to complete the
self-supervised pre-training of the reconstruction network with
the random initialization, aiming to obtain a better encoder to
improve the accuracy of the downstream segmentation model.

Specifically, in the first stage, we generate a mask of random
size at random locations on the image, and then we use the
masked image as the input to the reconstruction network to
recover the masked region. Our reconstruction network uses
a similar structure as Context Encoders [10], but Context
Encoders can only recover mask areas of fixed location and
size. We have improved on this to apply the reconstruction
task to mask areas with different locations and sizes.

In the second stage, the overall structure of the adaptive-
masking policy network is illustrated at the top of Figure 1,
which mainly consists of two parts: Dueling DQN and a recon-
struction module, representing the agent and the environment
in the reinforcement learning framework, respectively. The
agent is trained to learn adaptive-masking policy using signals
received from the environment. This policy aims to search for
a more appropriate location and size of the mask region for
each image and thus train the reconstruction network more
efficiently. The process of learning this policy is an MDP, and
its states, actions, and rewards are defined in detail in Section
3.1. We show its specific training process in Section 3.2.

In the third stage, we use the learned adaptive-masking
policy to automatically mask more appropriate regions for
the images to complete the self-supervised pre-training of
the randomly initialized reconstruction network so that the
encoder of the reconstruction network can better learn the fine-
grained semantic features, as shown in the bottom of Figure
1. The loss of the self-supervised pre-training is defined as:

minGmaxDV (D,G) = Ex∼pdata(x)[logD(x)]+

Exmask∼pdata(xmask)[log(1−D(G(xmask)))].
(1)

Then, we migrate the obtained encoder to the downstream
segmentation task, fine-tune the segmentation network with

TABLE I
THE ACTIONS OF AMP-DRL.

Action Operation Amplitude

Up Move Up ±1 ±3 ±5
Down Move Down ±1 ±3 ±5
Left Shift Left ±1 ±3 ±5

Right Shift Right ±1 ±3 ±5
Zoom Scale Up or Down ±1 ±2

a small amount of labeled data, and test the segmentation
accuracy in the test set.
A. Network Components

Action. We define the operations to adjust the position
and size of the mask area as actions. Table 1 shows 16
transformations containing 12 actions to control the direction
to adjust the position of the mask and 4 scaling actions to
control the size to adjust the range of the mask. In order to
mask the images more comprehensively and efficiently, we set
different magnitudes for each action, which allows for finer
adjustments to the position and size of the mask.

State. The state is the input mask image. We use a binary
matrix with a fixed position and size of the mask as the initial
mask matrix to cascade with the pre-processed input image
to obtain the masked image. We take this mask image as the
initial state S0. The subsequent state St is the cascade of the
input image and the mask matrix that records the past t actions
output by the agent.

Reward. The reward is a scalar value fed to the agent by the
environment to evaluate the goodness of the action. To guide
the agent in selecting more suitable regions to mask, we use
the loss function of the reconstruction module to calculate the
reward. Specifically, we use the difference between the current
reconstruction loss and the loss of the previous time step as
the reward of the current time step. The goal of reinforcement
learning is to maximize the cumulative reward, so the reward
guides the agent to learn actions that increase the difference
between the losses of the two steps. The reward for step t is
formally written as:

Rewardt = Lrec(x
′
t, x)− Lrec(x

′
t−1, x) (2)

where x is the original image and x
′

is the image output by
the reconstruction module. Lrec is defined as follows:

Lrec =
kt−1

kt
(x

′
t, x)

2 (3)

where k is the size of the masked region.
B. Agent Learning

AMP-DRL uses Dueling DQN as an agent to learn the
probability distribution from states to actions according to the
Q-function. Specifically, the outputs of Dueling DQN are the
state valuation function V (St) and the state-independent action
dominance valuation function A(St), respectively, which de-
couples the action-independent state values from the Q-values
in such a way to obtain a more robust learning effect. Its Q-
function is defined as follows:

Qπ(st, at; θ, θv, θa) = V (st; θ, θv) + (A(st, at; θ, θa)

− 1

|A|
∑
at+1

A(st, at+1; θ, θa)).
(4)



TABLE II
RESULTS OF THE PROPOSED AMP-DRL AND THE BASELINES ON CARDIAC AND TCIA DATASETS.

Methods Cardiac TCIA
DSC MIoU PPV Sen BIoU HD95 DSC MIoU PPV Sen BIoU HD95

5%

U-Net [1] 0.4836 0.3612 0.5873 0.5299 0.1505 12.1369 0.5836 0.5546 0.7416 0.7881 0.1443 6.8566
SimCLR [7] 0.5629 0.4410 0.6822 0.5823 0.2445 11.3345 0.6217 0.5966 0.8088 0.7618 0.1347 6.3570
BYOL [8] 0.5819 0.4547 0.6347 0.6644 0.2167 14.0389 0.6291 0.6014 0.8002 0.7803 0.1511 5.9131
SwAV [9] 0.5993 0.4623 0.6115 0.7142 0.1978 9.9339 0.6346 0.6056 0.8086 0.7795 0.1397 6.7683

Context [10] 0.6357 0.5081 0.6791 0.6729 0.2504 12.3797 0.6506 0.6244 0.8629 0.7483 0.1475 5.6945
SimMIM [12] 0.6422 0.5153 0.6511 0.6857 0.2704 12.4581 0.6665 0.6380 0.8743 0.7482 0.1583 5.9744

MAE [11] 0.6436 0.5153 0.6444 0.7440 0.2655 11.4665 0.6761 0.6469 0.8793 0.7485 0.1586 5.6218
ConvMAE [13] 0.6537 0.5333 0.6614 0.7007 0.2802 12.6538 0.6793 0.6516 0.8826 0.7580 0.1353 5.5974

Ours 0.6646 0.5500 0.6890 0.7447 0.2839 9.0345 0.6895 0.6599 0.8543 0.7931 0.1623 5.3198

10%

U-Net [1] 0.6493 0.5163 0.6591 0.7227 0.2564 10.9397 0.6777 0.6456 0.8624 0.7643 0.1729 5.3267
SimCLR [7] 0.6773 0.5663 0.6806 0.7631 0.3026 14.4016 0.6920 0.6595 0.8668 0.7650 0.1922 6.2501
BYOL [8] 0.6839 0.5765 0.7121 0.7372 0.3193 13.7063 0.7089 0.6784 0.8878 0.7636 0.1722 6.4104
SwAV [9] 0.6891 0.5773 0.7321 0.7326 0.3180 7.6221 0.7131 0.6791 0.8734 0.7822 0.1832 5.7097

Context [10] 0.7101 0.6007 0.7342 0.7595 0.3222 7.6234 0.7299 0.6966 0.8601 0.8156 0.1753 5.4416
SimMIM [12] 0.7124 0.5979 0.7074 0.7767 0.3257 8.8852 0.7327 0.6939 0.8608 0.8081 0.1809 6.1551

MAE [11] 0.7147 0.5988 0.7104 0.7771 0.3180 7.4786 0.7395 0.7075 0.9169 0.7742 0.2052 5.0874
ConvMAE [13] 0.7174 0.6109 0.7245 0.7919 0.3492 9.8764 0.7414 0.7086 0.9102 0.7750 0.2056 5.6757

Ours 0.7408 0.6297 0.7373 0.7988 0.3260 4.5542 0.7534 0.7229 0.9191 0.7883 0.2165 5.2464
50% U-Net [1] 0.7222 0.6349 0.7730 0.7279 0.3975 5.8154 0.7407 0.7091 0.8545 0.8251 0.2822 4.7658
100% U-Net [1] 0.7944 0.6941 0.8184 0.8200 0.4547 3.9390 0.8316 0.7946 0.8815 0.9002 0.2958 3.6435

where θ denotes the parameters of the convolutional layer
shared by the two branches and θv and θa are the parameters
owned by each independently.

To make the training process of AMP-DRL more stable, we
use the ϵ-greedy algorithm [21] to balance the exploitation and
exploration of the agent:

ϵ = 0.05 + (0.95− 0.05)×e−1× epoch
15 (5)

In the early stage of training, the agent is mainly explor-
ing. As the number of training rounds increases, ϵ shows a
decreasing trend, thus increasing the probability of the agent
choosing the action by learning from previous experience.

When reward>0, it means that the mask region adjusted
by the current action is beneficial to the training of the
reconstruction network, otherwise it means that the action
is harmful to the training. Therefore, for an image, when
reward<0 occurs n times in a row, it indicates that the policy
continues to harm the adjustment of the mask region, so we
end the adjustment process.

IV. EXPERIMENTS
A. Dataset

To evaluate the performance of our proposed AMP-DRL
in the segmentation task, we conduct extensive experiments
on two publicly available magnetic resonance imaging (MRI)
datasets (Cardiac [22], [23] and TCIA [24]). We divide the
dataset into training, validation, and test sets by case with a
ratio of 7:1:2.

Cardiac: The Cardiac dataset contains 20 cases with 1350
MRI images, each of which is 320×320 mm2 in size. It has a
small number of data and large anatomical variability, which
is more challenging for the segmentation task.

TCIA: The TCIA dataset contains 110 LGG cases with a
total of 3929 MRI images, each with a size of 256×256 mm2.

We resize all images of the Cardiac to 256×256 mm2 as
network input. For network training, we augment the training
set using standard data augmentation including random rota-
tion, random flipping, scaling, and adding Gaussian noise.

B. Implementation Details
Our experiments are implemented using the Pytorch frame-

work and run on an NVIDIA GeForce GTX2080 GPU. To
evaluate the performance of AMP-DRL, we perform fully
supervised training on a randomly initialized U-Net using 5%
and 10% of the data and use it as our original baseline. In
our experiments, we select several state-of-the-art contrastive
learning and MIM methods as self-supervised baselines.

For U-Net, we use Adam [25] optimizer with an initial
learning rate set to 0.0003, 10% decay every 3 epochs, and
batch size of 4. For Dueling DQN, we use Adam optimizer
with a learning rate set to 0.001 and Replay Memory D of
size 100000. The discount factor β of the reward is set to
0.1. In the training, n is set to 2. In the pre-training of the
reconstructed network, we use the Adam optimizer with the
initial learning rate set to 0.0002 and the batch size of 12.

We use six widely used segmentation evaluation metrics in-
cluding Mean Intersection over Union (MIoU), Dice Similarity
Coefficient (DSC), Positive Predict Value (PPV), Sensitivity
(Sen), Boundary Intersection over Union (BIoU), and 95%
Hausdorff Distance (HD95).

C. Results and Discussion
We show the quantitative and qualitative results of AMP-

DRL in the segmentation task. The experimental results of
AMP-DRL and seven self-supervised learning baselines in the
segmentation task are shown in Table 2, four examples of
visual segmentation results are shown in Figure 2, Figure 3
shows the performance comparison of the segmentation model
when different conditions are set for the location and size of
the mask region, and Figure 4 visualizes the activation maps
of the objects of interest on the Cardiac dataset.

Compare with Fully Supervised Learning from Scratch.
As shown in Table 2, for all metrics, the SSL (including
the proposed AMP-DRL) generally outperforms the fully
supervised baseline with the same proportion of labeled data.
This is because the self-supervised approach learns valuable
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Fig. 2. Visualization of segmentation results.

(b)(a)
Fig. 3. (a) is the result of segmentation when a mask region of a different
size is used at the central position, and (b) is the result of segmentation under
four different mask policies.
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Fig. 4. Visualization of the activation maps of objects of interest on Cardiac.

representations for the downstream task from a large amount of
unlabeled data, thus improving the performance of the down-
stream segmentation model. In addition, AMP-DRL greatly
outperforms the baseline model trained from scratch in the
5% and 10% annotation cases. When using 10% annotation,
we can outperform the fully supervised approach with 50%
annotation on several metrics.

Compare with Self-Supervised Learning Baselines. Then,
we further compare our AMP-DRL with SOTA self-supervised
methods on 5% and 10% labeled data. Specifically, Context,
SimMIM, MAE, and ConvMAE generally outperform Sim-
CLR, BYOL, and SvAW on both datasets. This is because
the MIM approach can learn more fine-grained image features
than contrastive learning, thus improving the performance of
the downstream segmentation model more effectively. Finally,
we find that our proposed AMP-DRL generally outperforms
all baselines on two datasets: i) at 10% annotation ratio on the
Cardiac dataset, AMP-DRL improves DSC by 2.34%, MIoU
has a 1.88% improvement and HD95 is reduced by 2.9244mm

compared to the SOTA self-supervised approach; ii) on the
TCIA dataset of 10% annotation ratio, AMP-DRL has 1.20%
improvement in DSC and 1.43% improvement in MIoU com-
pared to SOTA self-supervised method. This demonstrates
that AMP-DRL achieves better performance than the SOTA
self-supervised methods in medical image segmentation tasks.
The reason for the superior performance of AMP-DRL is
that AMP-DRL finds a more suitable mask region for each
image, which helps the reconstruction network to learn more
fine-grained image representation information during training,
resulting in better pre-training parameters.

Analysis of Visualized Segmentation Results. Further-
more, the visualization results in Figure 2 support the above
conclusions, where AMP-DRL is significantly better than all
the self-supervised methods. Specifically, i) the segmentation
results of the contrastive learning methods SimCLR, BYOL,
and SvAW are highly inaccurate and even over-segmented; ii)
Context, SimMIM, MAE, and ConvMAE have better results
but unsatisfactory segmentation performance in the edge re-
gion; and iii) the proposed AMP-DRL segmentation results
are closer to the ground truth and retain more details in the
foreground region. Thus, these visualization examples demon-
strate again that AMP-DRL compensates for the shortcom-
ings of existing self-supervised medical image segmentation
methods and achieves better performance in medical image
segmentation tasks with a small amount of annotation.

D. Additional Experiments
We conduct additional self-supervised experiments to in-

vestigate the effect of both on the downstream segmentation
performance by setting the position and size of the mask
region and thus validate the feasibility of our proposed AMP-
DRL. The results are shown in Figure 3, where (a) shows
the segmentation accuracy downstream when using different
sizes of mask regions at the image center. We can observe that
the segmentation performance shows an increasing and then
decreasing curve with increasing mask size, and the down-
stream segmentation accuracy is relatively high in the interval
of mask size from 80×80 mm2 to 180×180 mm2, which
proves that different mask sizes have an impact on the quality
of self-supervised pre-training of the reconstruction network.



(b) shows the effect of the mask region on the segmentation
accuracy with fixed size at the center position, random size at
the center position, random both position and size and our
method, respectively. We see that the segmentation results
when the mask region is set with a random position and
random size outperform the segmentation results with random
size at the center position, and our method obtains the highest
DSC. This indicates that the location and size of suitable
masks are different for different images. Therefore, our AMP-
DRL to select more appropriate mask regions for each image
can more effectively help the reconstruction network learn
more fine-grained image representation information and thus
improve the downstream segmentation model performance.

In addition, we conducted experiments on the Cardiac
dataset, comparing the visual activation maps of the objects
of interest of the random masking policy and our policy. The
results are shown in Figure 4. We found that the random
masking policy is focused on random areas, while ours is more
focused on the tumor regions. This enables our policy to more
likely mask complex areas in the image, increase the difficulty
of reconstruction, and thus obtain better pre-training weights.

V. CONCLUSION

In this work, we propose a self-supervised method of
adaptive-masking policy, called AMP-DRL. AMP-DRL uses
the learned adaptive-masking policy to select a more appropri-
ate mask region for each image, which more effectively helps
the reconstruction network to learn more fine-grained image
representation information and thus improves the downstream
segmentation model performance. We conducted extensive
experiments on two datasets, Cardiac and TCIA, and the
results showed that our approach outperformed the current
SOTA self-supervised methods.

Given the abundance of mutual information present in
multimodal medical image data and the issue of imbalanced
data, it is worthwhile to conduct further research on the
application of MIM methods in tasks related to the analysis
of multimodal [26] and imbalanced [27] medical images. By
doing so, it may be possible to extract more informative
representations and improve the performance of deep models.
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